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Abstract. A code has been developed in C++ to solve the Navier-Stokes, continuity, and mass trans-
fer equations using large eddy simulation (LES) for the turbulent flow. The pollution dispersion 
around a cube was investigated. The pollutant source was placed on the ground, right behind the cube. 
In the code, the finite volume (FV) formulation applied on the staggered grid arrangement for a struc-
tured mesh system. Smagorinsky-Lilly sub-grid scale (SGS) model was used. The discretisation scheme 
for all terms except the convection terms in the momentum equations, which adopts a TVD scheme, 
was the central difference scheme.  The PISO algorithm showed faster convergence behavior than the 
other well known algorithm such as SIMPLE. The pollution dispersion behind the cube has been ob-
tained assuming that the molecular diffusivity is dominant and neglecting the buoyancy effects. 
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1 INTRODUCTION 
There is a growing concern about air pollution in urban environments due to the dispersion 

of chemical and biological agents. It is now generally recognized that many of the substances 
directly emitted by vehicles, or accidentally released by different kinds of sources, into the 
ambient air represent a serious hazard for human health (Ref. [4], Ref. [10], and Ref. [2]). To 
assess the magnitude of the problem, accurate prediction of contaminant dispersion in urban 
area is needed. 

 
The wind flow patterns in an urban area strongly affect the dispersion of pollutants around 

the buildings which is a growing concern in urban environment. The air flow is influenced by 
various factors, such as the geometry, arrangements of the buildings, the wind directions and 
the upstream terrain conditions. With a steady growth in computer technology, computational 
fluid dynamics (CFD) has emerged as an effective tool to establish better understanding of the 
wind flow around buildings. Nowadays, high performance computing (HPC) provides cluster-
based supercomputers for computing applications to make CFD analysis as fast as possible.  

 
CFD codes are structured around numerical algorithms that can tackle fluid flow problems. 

In order to provide easy user access, most CFD codes include sophisticated input and output 
interfaces. Hence, they contain three main elements: the pre-processor, the solver, and the 
post-processor. There are several approaches to computer prediction of flows; the most popu-
lar ones involve the use of Reynolds-averaged Navier-Stokes (RANS) equations with a vari-
ety of turbulence models. While these are much cheaper than large eddy simulations, no 
single model has proven capable of predicting a wide variety of complex flows, especially 
when information about the fluctuating part of the flow is required (Ref. [15]). 

 
These considerations have led to interest in large eddy simulation (LES), in which the 

large-scale motions are computed explicitly, while the small- or sub-grid-scale motions are 
modeled. The fundamental rationale behind LES is that large eddies are the ones responsible 
for most of the mass, momentum and energy transport. These large eddies are strongly de-
pendent on geometry, whereas the smaller eddies are more universal and, thus, easier to 
model. As the grid resolution increases, the importance of the small eddies diminishes, and 
LES becomes a direct numerical simulation (DNS). Unfortunately, flows that are of interest to 
engineering applications (high Reynolds number and complex geometry) are not amenable to 
DNS, due to prohibitive memory and computational requirements. 

 
The primary objective of our study is the development of a code to investigate the flow 

past buildings and the dispersion of pollutants due to the local geometry. Most of the applica-
tions discussed here are focused on a cube, since it is the simplest idealization of a building 
and has, therefore, been used most frequently, both in experiments and testing calculation 
procedures for the flow around buildings. 

 
The lack of integrated and fully concerned commercial software for urban area pollution 

dispersion, which would be capable of considering features of city areas and meteorological 
data, encouraged us to write our own code. An advantage of this code is that, because the 
software is fully understood by the researchers, they are able to modify any part of the code. 
The C++ code that has been developed so far is an initial attempt and covers a model in LES 
with limited but outstanding capabilities. 
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The study of pollution entrainment in urban areas with different arrangements of bluff bod-
ies is a new branch of environmental engineering. Since the analysis of flow field in complex 
geometries is very costly, the simple pollution dispersion around a cube mounted on a surface 
is still under investigation. The entrainment of pollutants into and out of the recirculation cav-
ity is controlled by both advection and diffusion processes. Another important factor affecting 
the entrainment of pollutants into and out of the wake region is the unsteadiness of the wake 
caused by the shedding of corner vortices. 

 
Mavroidis (Ref. [7]) conducted an experimental investigation on the plume dispersion 

around single isolated obstacles. Dispersion around a single cube was mainly investigated in 
the wind tunnel; and, the results confirm, in general, the findings of the field trials. However, 
comparisons between wind tunnel and field results clearly show that the plume is more dis-
persed in the field, which is attributable to the effect of additional wind meander occurring in 
the atmosphere; whereas centerline concentrations were found to be higher in the wind tunnel. 

 
A brief review of the modeling of air quality in street canyons (the spaces between build-

ings) has been conducted by Vardoulakis (Ref. [17]). Gaussian plume models, operational 
street canyon models, CFD models, and reduced-scale models were presented and compared 
with each other in different aspects. For the selection of the appropriate dispersion model, ca-
pabilities, underlying assumptions and limitations of the available resources should be consid-
ered. Although models vary greatly in terms of complexity, simple and advanced models can 
be both useful in different air quality applications (Ref. [1]). For regular purposes, using a 
simple screening model seems reasonable. While for quick air quality surveys and traffic 
planning, simulations with a simple model might be more feasible. On the other hand, air 
quality monitoring network design may require both parametric modeling for an initial selec-
tion of the streets to be implemented and CFD simulations to identify representative locations 
within these streets (Ref. [17]). 

Most of the empirical relations derived so far to account for building effects on plume dis-
persion are not designed for complex situations. The relations are usually based on simple 
modifications to the Gaussian plume diffusion model. Gaussian plume models are routinely 
applied in studies of environmental impact, due to their ease of application, acceptable level 
of accuracy, and a long history of application. They work well in situations that have uncom-
plicated transport and diffusion between source and receptors. Most of these models require 
only the mean wind at emission height, emission rate, source-receptor distance, plume rise, 
and atmospheric stability. 

 
A good review on the basic equations used by meteorological models has been done by 

Pielke and Nicholls (Ref. [12]), where empirical and numerical modeling was discussed. An 
analytical method that provides a very simplified prediction of mean velocity, turbulence in-
tensity, mean temperature and mean concentration of pollutants in the wake region downwind 
of buildings, was reviewed by Peterka (Ref. [11]). 

 
The processes associated with the flow past structures in the urban boundary layer are so 

complex and subject to many different parameters. In general, numerical modeling based on 
solving the governing partial differential equations, such as momentum, continuity, mass and 
energy equations, is required for the various flow quantities. Powerful numerical techniques, 
as well as high capacity computers, are necessary; and, there are various possibilities of treat-
ing turbulence in numerical calculations. 
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Despite progress since the first LES by Deardorff (ref. [3]), there was not much application 
of LES to engineering flows for quite a long time, mainly because it requires considerable 
computing resources and but also due to lack of good models for the small scales. The un-
steady turbulent flow field around a cubic model was first simulated by Murakami and Mo-
chida (Ref. [8]) by means of LES. Calculations obtained by Rodi (Ref. [13]) with a variety of 
LES and RANS methods shows that LES is clearly more suited than RANS methods and have 
great potential for calculating complex flows.  

 
The finite volume (FV) method was adopted to apply LES to the Navier-Stokes equations 

in the 3D geometry. The code was written entirely in the C++ language except the visualiza-
tion of the results where the Tec Plot commercial software was used. 

2 GOVERNING EQUATIONS 
The governing equations consist of the principles of conservation of mass and momentum in 

addition to mass transfer equation. All quantities become non-dimensionalized using a length 
scale, Hb (for example for a flow past a cube, the length scale is the dimension of the cube), 
the velocity scale Ub (the velocity of the laminar flow at the inlet of the domain at the height 
of the cube for all cases), and the concentration scale Ce (the pollution source emission con-
centration).  

The filtered continuity and Navier-Stokes equations using top-hat filter for an incom-
pressible flow are: 
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where u, v, w, P, and Re are the velocities in the x, y, and z-direction, absolute pressure, and 
Reynolds number ( µρ /Re bb HU= ). C is the concentration of pollutant, Dt is the effective 
diffusivity of mass, and N  is the source emission rate. For simplicity define the velocity vec-
tor, u , that has the u-, v-, and w-components. The effective diffusivity of mass should be cal-
culated by Eq. (6) where νt is the turbulent kinematic viscosity (or SGSν  in our case that we 
adopt LES) and ScT is the turbulent Schmidt number and equal to 0.77 (Ref. [20]). But for the 
first try, the molecular diffusivity is just considered. 

Ttt ScD /ν=  (6) 
 
Second terms on the left hand side of Eqs. (2)-(4) were treated by defining sub-grid-scale 

stresses: jijiij uuuu ρρτ −= . Smagorinsky (Ref. [16]) suggested that, since the smallest tur-
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bulent eddies are almost isotropic, we expect that the Boussinesq hypothesis might provide a 
good description of the effects of the unresolved eddies on the resolved flow.  
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The isotropic part of the SGS stress in Eq. (7) was absorbed into the large scale pressure to 

avoid dealing with unknown variables and solve them altogether by pressure. 
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The Smagorinsky-Lilly SGS model builds on Prandtl’s mixing-length model and assumes 

that we can define a kinematic SGS viscosity, ρµν /SGSSGS = , which can be described in 
terms of one length scale and one velocity scale. Since the size of the SGS eddies is deter-
mined by the details of the filtering function, the obvious choice for the length scale is the fil-
ter cutoff width ∆. In 3D computations with grid cells of different length ∆x, width ∆y and 
height ∆z the cutoff width is often taken to be the cube root of the grid cell volume 

3 zyx ∆∆∆=∆ . The velocity scale is expressed as the product of the length scale and the av-

erage strain rate of the resolved flow, ijijSSSwhereS 2=×∆ and the local rate of strain 

of the resolved flow are 
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2∆= ρµ  (9) 

 
Different values of CSGS have been imposed so far (Ref. [5] and Ref. [13]); however 

CSGS=0.1 is used more often in the commercial software. The difference in CSGS values is at-
tributable to the effect of the mean flow strain or shear.  

3 NUMERICAL METHOD 
Simple structured grids are used in this code. Due to the large changes in velocity and 

pressure next to the wall and around the buildings, refined grids are adopted with a stretch ra-
tio by distance from the walls. A large ratio of grid stretching often leads to numerical oscilla-
tion due to the grid size differences between two neighboring grids. The Reynolds number of 
the flow field treated in atmospheric boundary is usually large which generally requires fine 
grid resolution. Turbulence modeling makes it possible to use a relatively coarse grid in the 
domain except near the solid walls of bluff bodies where high prediction accuracy is needed. 
In order to apply the non-slip boundary condition accurately, it is preferable to set the first 
grid point below xn

+=1 ( ν/nn xux ∗+ = , where u* is the friction velocity, xn is the distance 
from the wall, and ν is kinematic viscosity). For example, in the flow field around a square 
cylinder (with side length of D) at Re=22000 the real length corresponding to xn

+=1 is about 
D/1000 (Ref. [6]). 
 

The code uses a simple stretching procedure where the grid space of an arbitrary grid to the 
smaller neighbor grid space is equal to the ratio ( rxx nn =∆∆ −1/ ). Thus the number of grids of 
a distance equal to L with ratio r and the finest resolution dx is given by Eq. (10).  
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A computational mesh used in the simulation for a cube flow is shown in Fig. (1). 
 

 
Figure 1: Computational mesh for the flow past a cubic obstacle 3D mesh around a cube mounted on a sur-

face 
 
All the equations are discretized based on the finite volume method and a staggered Carte-

sian grid. In the present research, the code uses second-order accuracy, which means each dis-
cretized term in the equation has a truncation error proportional to the square of grid spacing 
and time marching. This implies that the global truncation error is first-order, and the method 
is still consistent. Many discretization schemes have been proposed, so far, for the equations 
that contain convection and diffusion terms the basic upwind scheme is the most stable and 
unconditionally bounded scheme, but the order of accuracy is low (first-order). Higher order 
schemes such as central differencing and QUICK can cause oscillations in the results espe-
cially when the Peclet number is high. These higher order schemes give unrealistic physical 
turbulence energy and rates of dissipation (Ref. [18]). Total variation diminishing (TVD) 
schemes are designed to counteract with the oscillation by adding an artificial diffusion frag-
ment or by adding a weighting towards upstream contribution. Discretization of the diffusion 
terms in the governing equations using the central differencing is standard and does not re-
quire any further consideration. 

 
The general form of TVD schemes of the east face value φe is shown in Eq. (11), which 

uses the notations in Fig. (2) with flow in the positive x-direction.  

( )PEPe r φφψφφ −+= )(
2
1

 
(11) 
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Figure 2: grid notations in the x-direction 
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By introducing TVD schemes, the goal was to find a stable scheme with a higher-order of 

accuracy without wiggles. In the present research, due to simplicity, the UMIST function was 
used.  

( )( )[ ]2,4/3,4/)31(,2min,0max)( rrrr ++=ψ  (12) 
 
Fully implicit method was adopted in the code. Therefore an inner iteration loop was 

needed to get the accurate results caused by the nonlinearity of the equations. Fully implicit 
second-order upwind schemes used in the discretization method guarantees the stability of the 
numerical method. For the time marching term in equations, the Adam-Bashforth second-
order scheme was used.  

 
The choice of the time step Δt was governed by several criteria. The stability limit of the 

time advancement scheme plays no role in this code due to the stable method. However, 
physical considerations limit the time step selection. In order to predict the turbulence statis-
tics correctly all contributions to turbulence must be resolved and captured. The turbulence 
fluctuations cannot be satisfied if the computational time step becomes larger than the Kol-
mogorov time scale (ν/uτ

2 where uτ is called frictional velocity). In the present work it was 
found that the Courant-Fredrichs-Lewy (CFL) limit (shown in Eq. (13)) of 1 produces a time 
step much smaller than the Kolmogorov time scale.  
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The no-slip boundary condition was used on all solid walls for all simulations. The free 

slip boundary condition was used for outflow, where, it was surmised that the length of the 
domain was long enough that the effect of the bodies are vanished and the fully developed 
condition was applicable. The symmetry boundary condition was used in the spanwise direc-
tion, which, means the normal velocity is zero and the changes in other velocity components 
are zero. 

 
In wind engineering problems, a high Reynolds number is usually applicable which makes 

it very difficult to use the no-slip boundary condition at solid walls. Therefore, some wall 
function should be adopted as a macroscopic boundary condition which is absolutely neces-
sary in this kind of atmosphere problems. Wengle and Werner (Ref. [19]) proposed a wall 
boundary condition which assumes that at the grid points closest to the wall, the instantaneous 
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velocity components tangential to the wall are in phase with the instantaneous wall shear 
stress components, and the instantaneous velocity distribution is assumed to follow the linear 
law of the wall.  
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The proposed function was transferred to a non-dimensional form and was used in the code. 

Δz is the distance of the wall to the closest point in the normal direction, with A=8.3 and 
B=1/7. The wall function was not applied explicitly in the equations. Strain calculation uses 
this function to get the shear stresses near the walls and implicitly has an interaction in the 
momentum equations. 

 
Inflow boundary conditions are very challenging since the inlet flow properties are con-

vected downstream, and inaccurate specification of the inflow boundary condition can 
strongly affect simulation quality. Using an accurate inlet flow was impossible due to lack of 
exact measurements in real world. One of the most applicable options was to use a non-
turbulent mean velocity profile measured experimentally at the inlet. To have a fully turbulent 
flow at the upstream of the obstacles of a very large domain was required to ensure that the 
turbulence is fully developed before it reaches the body. This method greatly increases the 
computational time and was not currently efficient for this code. Another idea was to super-
impose random perturbations with the correct turbulence intensity into the mean profile. In 
the present work the time-averaged streamwise velocity component was set to obey the power 
law expressed as z1/4 in the non-dimensional form (for the half of the channel height where a 
symmetric profile was adopted for the other half). This expression represents the flow of at-
mospheric boundary layer conditions while other velocity components are assumed to be zero. 
The value of ¼ corresponds to the wind tunnel experiment done by Murakami and Mochida 
(Ref. [9]). 

 
Another problem in turbulent flow simulation is the generation of the initial condition 

which must contain all the details of the initial three-dimensional velocity field. Since coher-
ent structures are an important component of the flow, it is really difficult to construct such a 
field. Furthermore, data from experiments or a reliable direct numerical simulation (DNS) are 
not usually available. The effects of initial conditions are typically remembered by the flow 
for a considerable time. Thus the initial conditions have a significant effect on the results or at 
least consume significant computational time to disappear. In the present work there was not 
such a data for initial conditions and as a result a zero value was used for all variables and a 
great deal of time was spent to get a reliable results that was not been affected by the initial 
condition.  

 
The mass transfer equation is not coupled with fluid flow equations as long as the heat 

transfer equation is neglected. In the present work, a constant temperature was assumed and 
as a result there were no heat transfers in the domain. Therefore, the mass transfer equation 
can be solved right after the fluid flow is obtained at a specific time. 
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The main body of the code was a method that should be used to solve coupled equations in 
the time step. The most common methods in the literature are SIMPLE, SIMPLER, 
SIMPLEC, and PISO. The code is capable of switching between the two algorithms SIMPLE 
and PISO. PISO may be seen as an extended SIMPLE algorithm with one extra corrector step. 
The PISO algorithm requires additional memory storage due to the second pressure correction 
equation. It also needs under-relaxation to stabilize the calculation process. Although this 
method results in significant computational effort in comparison with the SIMPLE algorithm 
it has been found that the method is fast and efficient. For the present work the central proc-
essing unit (CPU) time for a single time step reduced by a factor of 8 compared with the pre-
viously discussed standard SIMPLE algorithm. 

 
The selection of solver for algebraic equations is changed case by case and in the present 

work we use SIP (Strongly Implicit Procedure) for momentum equations and CG (Conjugate 
Gradient) for pressure correction equations.  

 
All cases run on the WestGrid clusters (Glacier). 
 

4 RESULTS  
In the present work, the code described above was used to simulate the pollution disper-

sion around a cube mounted on a surface in the atmosphere boundary layer.   
 

The performance of the developed code was already examined for the air flow patterns by 
comparing the numerical results with the wind tunnel experiments conducted by Murakami 
and Mochida (Ref. [9]). In addition, effects of a few parameters were observed for the flow 
past a cube in the atmosphere boundary layer. 
 

Here the pollution dispersion results with the specified assumptions described above are 
presented. The same results as the experimental data were not expected, because the cases 
used in the simulations were different than reality. Despite the differences existed for the air 
flow problem such as the laminar inflow boundary condition, the simplified diffusivity pa-
rameter plays a major role in the dispersion results. Therefore, the simulation results are illus-
trated and qualitatively assessed. 
 

A cube with dimension Hb is mounted on a surface in the computational domain with 
streamwise length of 17Hb, spanwise length of 8Hb and height of 4Hb. The cube is placed 5Hb 
down the inlet and at the middle of the spanwise direction (3.5Hb distance to each side). Table 
1 gives enough information on the case used in the simulation. The Reynolds number is calcu-

lated by 
µ

ρ bb HU
=Re  where Ub is the velocity at the height of the obstacle at the inlet. The 

time step is 0.005 non-dimensional (using the length and velocity scales, Hb and Ub). The 
terms (xp, yp) represent the place of the cube in the x and y coordinates.  
 
 

Table 1: Cases of LES performed for the cube flow in atmosphere boundary layer 
Case (xp,yp) (Δxmin,Δymin,Δzmin) (Δxmax,Δymax,Δzmax) (nx,ny,nz) n Re 

1 (5.5,4) (0.04,0.04,0.04) (1.157,0.467,0.397) (74,63,43) 200466 10000 
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The approaching flow was laminar, while the inlet flow of the experiment performed by 
Zhang (Ref. [20]) was turbulent; therefore, the flow pattern was different in these two cases. 
Consequently, similar results were not expected since the pollutant release point was behind 
the cube on the ground which was a challenging zone of the turbulent flow that differs totally 
for both cases. 

 
The streamlines for the flow in the atmosphere boundary layer, at the centerline vertical 

plane of case 1 (Fig. (3)), show that the flow adjacent to the lee face of the cube was less up-
ward and more backward. Pollutants released within a large recirculating cavity may be ex-
pected to be mixed rapidly throughout the cavity’s volume. However, no inlet flow was 
considered for the point source weakening the mixing phenomenon. In addition, due to small 
flow velocity around this point, the mixing process needed significant computational time to 
be accomplished. 
 

 
Figure 3: Time-averaged streamlines behind the cube at the central vertical plane 

 
 

Figure 4 displays the longitudinal ground-level concentration profile. The normalized con-
centration is defined as Eq. (15). Where, Q is the source pollutant release rate in terms of 
‘concentration×volume/time’. 

QHcUC bb /2=  (15) 
 

The pollutant concentration significantly decreased directly downwind of the pollutant 
source. This was due to the large reverse flow and the large vortex behind the building which 
prohibited the compilation of pollutants in this area. 

 

 
Figure 4: Normalized ground-level concentration along the source centerline downwind of the cube 
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The normalized vertical concentration profile right behind the cube at centerplane through 

the cube is shown in Fig. (5). This profile verifies the earlier discussion that the pollutant is 
not being raised very much. The concentration was almost zero next to the wall above the 
height of 0.06Hb. 
 

 
Figure 5: Normalized vertical concentration profile at 0.1Hb downstream from the building at the centerplane 

through the cube 
 

Fig. (6) displays the normalized lateral ground-level concentration profile at 0.1Hb down-
wind of the cube. The symmetric profile was also measured in the experiment conducted by 
Zhang (Ref. [20]). 

 

 
Figure 6: Normalized lateral ground-level concentration profile at 0.1Hb downstream from the cube 

 
The calculations performed by Zhang (Ref. [20]) could not capture the profile appropri-

ately. Experiments showed one maximum point, however the simulation obtained two maxi-
mum points in the concentration profile. These results also showed two maximum points far 
downwind from the cube as illustrated in Fig. (7). 
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Figure 7: Normalized lateral ground-level concentration profile at 6Hb downstream from the cube 

 
Fig. (8) shows snapshots taken from the concentration field every one minute from the 

horizontal plane through the center of the cube. 
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Figure 8: Snapshots of Concentration contours at horizontal plane through the center of the cube taken 

every 1 minute 

5 CONCLUSIONS  
It can be concluded from all the results presented above that the developed code in C++ 

shows a good capability to capture the pollution dispersion around buildings. However, more 
investigations and modifications are needed to improve the code in an appropriate way to 
solve more realistic problems with fewer simplifications. Evaluation of the simulation results 
of pollutant dispersion around a cube in the atmospheric boundary layer was not performed 
completely. The primary results obtained based on big simplifications such as domination of 
the molecular diffusivity over the turbulent diffusivity showed reasonable behavior. However, 
the code for the pollution dispersion was applied for a case in the problem of flow around a 
cube in atmospheric boundary layer which was not the best case but it was the simplest case. 
Overall, the concentration patterns illustrated in this work shows reasonable trends was ex-
pected by the experiments. 
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